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Outline
• Multi-Armed Bandits

• Linear Bandits

• Advanced Topics
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Part 1. Multi-Armed Bandits
• Problem Formulation

• Explore-Then-Exploit

• Upper Confidence Bound
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Bandits
• Bandit problems 

• named after a one-armed bandit
• arm: a colloquial term for a slot machine that is pulled to try to win
• bandit: comes from the idea that the machine is a “thief” that takes 

your money without offering a guaranteed return

• Multi-armed bandits
• Context: there are multiple slot machines, each with 

its own probability of payout
• Goal: the player (gambler) places her bets on a slot 

machine to maximize the total reward 
• Exploration-Exploitation tradeoff
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Stochastic Multi-Armed Bandit (MAB)
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For conventional issue, we will use the “reward language” in stochastic bandits.
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Formulation

• The goal is to minimize the pseudo regret:

• Caveat: note the difference between pseudo regret and the (expected) regret. 
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• Stochastic MAB is a special case of Adversarial MAB

Deploying Exp3 to Stochastic MAB

Deploying Exp3 achieves the expected regret (though having gap to pseudo regret).

Not yet to exploit benign stochastic modeling…. instance-dependent analysis
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Regret Decomposition
• For stochastic MAB, a natural characterization of the arms:

• Regret can be reformulated as  
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A Natural Solution
• Explore-then-Exploit (ETE):
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Proof of ETE Regret Bound  
Proof.

ExploitationExploration
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Proof of ETE Regret Bound  
Proof.

ExploitationExploration
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Proof of ETE Regret Bound  
Proof.
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Issue of ETE

• Need to tune

Solution: do explore and exploit adaptively.
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Explore-then-Exploit (ETE)
• ETE

Relying on the estimate of the previous      rounds. 
There is no way to revise the estimate!
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Upper Confidence Bound
• UCB



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2024) 16

Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB
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Upper Confidence Bound
• UCB

A large UCB means uncertainty or good arm.
Choosing the largest UCB means either exploring or exploiting.
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UCB Algorithm: Formulation
UCB Algorithm

• UCB construction: Hoeffding’s inequality

• Estimation: empirical average
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Construct UCB

Proof.
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UCB: Distribution-Dependent Bound

Proof.
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Proof of UCB Regret Bound
Proof.
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UCB: Distribution-Dependent Bound

distribution-dependent
also called gap/instance-dependent
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Upper Bound and Lower Bound

Is there any contradiction between the upper bound and lower bound?
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UCB: Distribution-Free Bound

Proof.
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Part 2. Linear Bandits
• Formulation

• Estimator and UCB construction

• LinUCB and Extensions



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2024) 31

• A ubiquitous problem in real life:

• Each arm represent a book and has side information;
• Arm set could be very large or even infinite.

Stochastic Linear Bandits
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Stochastic LB: Formulation

• Linear modeling assumption:

Stochastic Linear Bandits

• Regret measure: 
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Stochastic LB: Formulation

Arm set

Model

Regret

Multi-Armed Bandits Linear Bandits
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• Linear Bandits is a special case of MAB with infinite arm:

Deploying UCB to Linear Bandits

Why not directly deploy UCB to address Linear Bandits?

Haven’t exploited the additional contextual feature information !
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LinUCB Algorithm: Formulation 
LinUCB Algorithm

• Estimation: regularized least square (ridge regression)



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2024) 36

LinUCB Algorithm

• This LS estimator can be updated incrementally.

known as the Recursive Least Square (RLS) estimator

provably equivalent to the standard LS estimator

• Even accelerated by using rank-1 update (Sherman-Morrison-Woodbury 
formula), which reduces the computational complexity from 
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LinUCB Algorithm

Learning History
Regularized Least Square Estimator

Key question: how to construct a proper UCB?



Lecture 12. Stochastic BanditsAdvanced Optimization (Fall 2024) 38

• UCB for stochastic MAB

• UCB for stochastic LB (LinUCB)
• More information can be used to estimate expected reward.

LinUCB Algorithm

UCB estimation LinUCB estimation
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Construct UCB

Proof.
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Proof of Estimation Error Bound
Proof.
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Self-Normalized Concentration
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Proof of Estimation Error Bound
Proof.
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Proof of Estimation Error Bound
Proof.
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LinUCB: Regret Bound

Proof.
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LinUCB: Regret Bound
Proof.
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LinUCB: Regret Bound
Proof.
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Yasin Abbasi-Yadkori, David Pal, and Csaba Szepesvari. 
Improved algorithms for linear stochastic bandits. 
In Advances in Neural Information Processing Systems 
24 (NIPS), pages 2312–2320, 2011.
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Self-Normalized Processes: Limit 
theory and Statistical Applications
Victor H. de la Pena, Tze Leung Lai, 

and Qi-Man Shao
Probability and Its Applications 

Series. Springer. 2009.
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Tze Leung Lai (黎子良)
1945 – 2023

斯坦福大学统计系前任系主任

第一位华人COPSS总统奖获得者

https://en.wikipedia.org/wiki/Multi-armed bandit

https://en.wikipedia.org/wiki/Multi-armed_bandit
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• Generalized linear model:
•

• GLM-UCB

Generalized Linear Bandits (GLB)

Maximum quasi-likelihood estimator

Estimator
Models
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Generalized Linear Bandits (GLB)

NIPS’10 Parametric Bandits: 
The Generalized Linear Case

NeurIPS’23 Online (Multinomial) Logistic Bandit: 
Improved Regret and Constant Computation Cost

https://papers.nips.cc/paper_files/paper/2010/hash/c2626d850c80ea07e7511bbae4c76f4b-Abstract.html
https://papers.nips.cc/paper_files/paper/2010/hash/c2626d850c80ea07e7511bbae4c76f4b-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/5ef04392708bb2340cb9b7da41225660-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/5ef04392708bb2340cb9b7da41225660-Abstract-Conference.html
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Part 3. Advanced Topics
• Best of Both Worlds

• Bayesian optimization

• Linear (Mixture) MDPs
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• Best of adversarial MAB:

• Best of stochastic MAB:

Advanced Topic: Best of Both Worlds

• UCB: can get almost linear regret under the adversarial setting.

• Exp3: can’t have adaptive regret bound in the stochastic case.

Can one algorithm achieve the best of both worlds, without knowing 
whether the world is stochastic or adversarial?

Surprisingly, using OMD with Tsallis entropy regularizer.

Reference: Julian Zimmert, Yevgeny Seldin. An Optimal Algorithm
for Stochastic and Adversarial Bandits. AISTATS 2019.

http://proceedings.mlr.press/v89/zimmert19a/zimmert19a.pdf
http://proceedings.mlr.press/v89/zimmert19a/zimmert19a.pdf
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Advanced Topic: Bayesian Optimization

Reference: Gaussian Process Optimization in the Bandit Setting:
No Regret and Experimental Design. ICML 2010.

Linear bandits in RKHS

https://icml.cc/Conferences/2010/papers/422.pdf
https://icml.cc/Conferences/2010/papers/422.pdf
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Advanced Topic: Linear (Mixture) MDPs

Reference: Yu-Xiang Wang’s course CS292F Lecture 10 Exploration IV: Linear MDP

https://sites.cs.ucsb.edu/%7Eyuxiangw/classes/RLCourse-2021Spring/Lectures/Exploration_LinearMDP.pdf
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Many more results
• Techniques developed in bandit problems have been applied in many 

areas, including machine learning, statistics, operational research, and 
information theory [Bubeck and Cesa-Bianchi, 2012; Slivkins, 2019; 
Lattimore and Szepesvári, 2020].
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Summary

Q & A
Thanks!
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