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Outline

• Calculus

• Linear Algebra

• Probability & Statistics 

• Information Theory

• Optimization in Machine Learning
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Notational Convention
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Function
• Function mapping
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Part 1. Calculus
• Gradient and Derivatives

• Hessian

• Chain Rule
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Gradient and Derivatives (First Order)

we focus on the “gradient” language (i.e., column vector)
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Example
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Hessian (Second Order)
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• Consider scalar functions for simplicity.

Chain Rule
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Reference: The Matrix Cookbook

https://www.math.uwaterloo.ca/~hwolkowi/matrixcookbook.pdf 

The derivatives of vectors, matrices, norms, 

determinants, etc can be found therein.

https://www.math.uwaterloo.ca/%7Ehwolkowi/matrixcookbook.pdf
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Part 2. Linear Algebra
• Positive (Semi-)Definite Matrix

• Rank

• Inner Product, Norm, Matrix Norm

• Matrix Decomposition
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Positive (Semi-)Definite Matrix
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Rank
• Rank: the dimension of the vector space spanned by its columns, 

or the maximal number of linearly independent columns.

The rank of matrix A is 2.
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Low rank: Robust PCA
• Robust PCA formulation

input low rank sparse
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• Vector Space: 

Inner Product

• Matrix Space: 
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Norm
• Typically used vector norms.

or called 
Euclidean norm
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Norm
• Typically used vector norms.
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Dual Norm
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Norm Relationship
Qualitative:

Notice: constants may depend on dimension!



Lecture 1. Mathematical Background Advanced Optimization (Fall 2024) 20

Cauchy-Schwarz Inequality
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Matrix Norm
Three different versions:
• operator norm 
• entrywise norm
• Schatten norm

矩阵分析与应用. 张贤达

related pages can be found in 
readings of the course web
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Matrix Operator Norm

We define its operator norm based on the aforementioned vector norm.

the norm in the right-hand side is defined over the vector space.
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Matrix Operator Norm
• Consider a matrix 
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• Consider a matrix 

Matrix Operator Norm
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Matrix Entrywise Norm
• Consider a matrix 

The entrywise norm is defined by treating matrices as vectors.
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Matrix Entrywise Norm
• Consider a matrix 
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Eigen Value Decomposition
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Singular Value Decomposition
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Schatten Norm
• Consider a matrix 

The Schatten norm is defined via the sigular values.
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Part 3. Probability and Statistics
• Expectation and Variance

• Conditional Expectation

• Concentration Inequalities
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Expectation and Variance
Expectation

Variance
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Cauchy-Schwarz Inequality in Probability
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Conditional Expectation

Conditional Expectation
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Concentration Inequalities

Proof.
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Concentration Inequalities

Chebyshev’s inequality can be immediately obtained from Markov’s inequality.



Lecture 1. Mathematical Background Advanced Optimization (Fall 2024) 36

Part 4. Information Theory
• Entropy

• Conditional Entropy

• KL divergence

• Bregman Divergence
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• Entropy measures the uncertainty, which is the most basic 
concept in the information theory.

Entropy

The entropy is a lower bound on lossless data compression and is therefore a 
critical quantity to consider in information theory.
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Conditional Entropy & Mutual Information
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Relationship
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KL Divergence (Relative Entropy)
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Bregman Divergence
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Bregman Divergence

Bregman divergence measures the difference 
of a function and its linear approximation

Q: Is its importance due to generality?

Not exactly, consider more general one like
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Part 5. Asymptotic Notations
• Definition

• Illustration 

• Example
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Definition
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Illustration
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Example
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Part 6. Optimization in Machine Learning
• Supervised Learning

• Empirical Risk Minimization

• Structural Risk Minimization

• Example
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Learning by Optimization
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Empirical Risk Minimization

ERM approximates RM: All instances are i.i.d. sampled from the same distribution.

IID assumption: Independent and Identically Distributed random variables
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Structural ERM

In practice, we often explicitly control 
the complexity of the learner by adding 
a regularization term in the optimization 
objective, i.e.,

This is called Structural ERM.



Lecture 1. Mathematical Background Advanced Optimization (Fall 2024) 51

Example
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Example
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Summary

Q & A
Thanks!
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