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Preview
• Reducing offline opt. as online opt. via (stabilized) online-to-batch conversion

ConversionOffline function Online algorithm

• Convergence rate bounded by: weighted regret
sum of weights

 G-Lipschitz case: by OGD:

 L-Smooth case: by OOGD:

 Unknown case…
e.g., an interpolation between 
smoothness and non-smoothness

Target: ONE (online) algorithm, adapt to 
an unknown level of smoothness

This is called “universality” in offline optimization [Nesterov, 2015]

(AOpt lec4&9)
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Preview
• We aim at universality by reducing offline opt. as online opt.

 G-Lipschitz case: by OGD:

 L-Smooth case: by OOGD:

 Unknown case…
e.g., an interpolation between 
smoothness and non-smoothness

Target: ONE (online) algorithm, adapt to 
an unknown level of smoothness

• A function class the algorithm will adapt to: Hölder Smoothness


G-Lipschitz:
L-Smooth:

 Universal optimal rate:

This is called “universality” in offline optimization [Nesterov, 2015]

What’s the online algorithm 
and what’s the regret bound?by OCO:
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Contents

• Review of AOpt-lec9: Acceleration via online OPT

• Online OPT: Universal gradient-variation online learning

• Our results: Universal offline OPT via GV online adaptivity
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Review of AOpt-lec9: Acceleration
• Recall that accelerated rates can be achieved for smooth convex optimization 

using Nesterov’s Accelerated GD, and also using OOGD w. O2B conversion
• Stabilized Online-to-Batch Conversion

ConversionOffline function Online algorithm

weighted regret
sum of weights

Optimistic OGD with a suitable optimism design!

[Cutkosky, 2019]
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(L-smoothness)

Review of AOpt-lec9: Acceleration
• Recall that accelerated rates can be achieved for smooth convex optimization 

using Nesterov’s Accelerated GD, and also using OOGD w. O2B conversion
• We achieve an O(1) regret using Optimistic OGD

Optimistic online learning:

optimism design:
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Review of AOpt-lec9: Acceleration
• Recall that accelerated rates can be achieved for smooth convex optimization 

using Nesterov’s Accelerated GD, and also using OOGD w. O2B conversion
• We achieve an O(1) regret using Optimistic OGD

Optimism design:

Stabilization effect via stabilized O2B 
cooperating with a suitable optimism

But not universal: Require a prior knowledge of smoothness parameter
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Universal Gradient-variation OL
• Motivation: Accelerated OPT via gradient-variation online learning

Universal OPT via universal gradient-variation online learning?
• We have learned gradient-variation OL in AOpt lec8: i.e., adapts to an unknown level of smoothness

Not universal! 

In fact, we do not need to do this clipping with L!
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Universal Gradient-variation OL
• Motivation: Accelerated OPT via gradient-variation online learning

Universal OPT via universal gradient-variation online learning?
• In OOGD, we do not need to do clipping with L! i.e., adapts to an unknown level of smoothness

We can perform “virtual clipping” in analysis
Kavis et al. [2019]

Consider the previous analysis: cancel when
Since step size is non-increasing, there exist some τ:
 t > τ: step size is small enough for cancellation

 t ≤ τ: step size is still large, but…

Sum of empirical GV is small!

Algorithm: OOGD with step size
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Universal Gradient-variation OL
• Motivation: Accelerated OPT via gradient-variation online learning

Universal OPT via universal gradient-variation online learning?
• In OOGD, we do not need to do clipping with L! i.e., adapts to an unknown level of smoothness

We can perform “virtual clipping” in analysis
Kavis et al. [2019]

Since step size is non-increasing, there exist some τ:
 t > τ: step size is small enough for cancellation

 t ≤ τ: step size is still large, but…

Similar analysis for 
Hölder Smoothness

Algorithm: OOGD with step size
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Universal Gradient-variation OL
• Motivation: Accelerated OPT via gradient-variation online learning

Universal OPT via universal gradient-variation online learning?
• Universal GV regret under Hölder smoothness i.e., adapts to an unknown level of smoothness

Key technique: regarding Hölder smoothness as smoothness with corruption [Devolder et al., 2014]

Exist only in analysis (for final tuning)

The rest is the same as before…

additional 
corruption

(tuning δ)

(and a virtual clipping really helps because this L only exists in analysis)

Algorithm: OOGD with step size

We can apply this universality to offline optimization!
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Our Results
• Motivation: Accelerated OPT via gradient-variation online learning

Universal OPT via universal gradient-variation online learning?
i.e., adapts to an unknown level of smoothness• Gradient-variation regret 

under Hölder smoothness

• Implications to offline OPT

• Take aways:
Accelerated optimization can be 

understood by gradient-variation OL
We can achieve universality in OL, 

then apply it to OPT
More online adaptivity might be 

useful for OPT (and maybe not only 
for universality)

Thanks!
Q&A
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