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Machine Learning
• Machine Learning has achieved great success in recent years.

automatic drivingAlphaGo Games

recommendationimage recognition search engine voice assistant

large language modelmedical diagnosis
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Machine Learning

training data learning algorithm model

• The theoretical foundation for ML to work well: I.I.D. assumption
(Independently and Identically Distributed) 

model 
deployment

training data testing data
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Machine Learning

• The theoretical foundation for ML to work well:

training data learning algorithm model

I.I.D. assumption
(Independently and Identically Distributed) 

model 
deployment testing data in practical scenariotraining data 
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Open-environment Machine Learning
• Distribution shift: data are usually collected in open environments

species monitoring
summer

winter

urban computing route planning

• In many applications, data are coming in an online fashion, like a “stream”

continuous
distribution 

shift

provably robust methods for 
non-stationary online learning
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Community Discussions

Zhi-Hua Zhou
Nanjing University
IJCAI President
Fellow of AAAI/ACM/IEEE

“机器学习：发展与未来”

2016年中国计算机大会 特邀报告
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Community Discussions

“Deep Learning for AI”
Communication of ACM 
July, 2021. Vol 64. No 7.

2018 Turing Award Recipients
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Community Discussions

“The Alberta Plan for 
AI Research”

Aug, 2022

2024 Turing Award Recipient

Rich Sutton

“在有限的计算能力下，并在其他智能

体可能存在的情况下，通过持续感知和

行动实现在线实现回报最大化。这种描

述看似自然，甚至显而易见，但却与当

前的实践截然不同，因为当下研究仍普

遍依赖于离线学习、准备好的训练集、

人工辅助和无限计算资源。”
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Non-stationary Online Learning
• How to achieve theoretical guarantee for non-stationary online learning?

• We need:

continuous
distribution 

shift

provably robust methods for 
non-stationary online learning

 A clear problem formulation (with assumptions)
 A clear performance measure
 A clear methodology to guide algorithm designs 
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Formulation: Online Learning
• View online learning as an interaction between learner and environment.

An instance, feature 𝐱𝐱𝑡𝑡 ∈ ℝ𝑑𝑑

Predict a label by 𝐰𝐰𝑡𝑡
T𝐱𝐱𝑡𝑡

Receive the true label 𝑦𝑦𝑡𝑡

Regular vs Spam ?
Spam Filtering

A loss function
𝑓𝑓𝑡𝑡 𝐰𝐰 = max 1 − 𝑦𝑦𝑡𝑡𝐰𝐰T𝐱𝐱𝑡𝑡 , 0
Suffer 𝑓𝑓𝑡𝑡 𝐰𝐰𝑡𝑡  and update 𝐰𝐰𝑡𝑡

Online Convex Optimization



15Peng Zhao (Nanjing University)

Formulation: Online Learning

An instance, feature 𝐱𝐱𝑡𝑡 ∈ ℝ𝑑𝑑

Predict a label by 𝐰𝐰𝑡𝑡
T𝐱𝐱𝑡𝑡

Receive the true label 𝑦𝑦𝑡𝑡

Regular vs Spam ?
Spam Filtering

A loss function
𝑓𝑓𝑡𝑡 𝐰𝐰 = max 1 − 𝑦𝑦𝑡𝑡𝐰𝐰T𝐱𝐱𝑡𝑡 , 0
Suffer 𝑓𝑓𝑡𝑡 𝐰𝐰𝑡𝑡  and update 𝐰𝐰𝑡𝑡

Online Convex Optimization

full information

horse racing

partial information

multi-armed bandits

• View online learning as an interaction between learner and environment.
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Performance Measure
Regret: online prediction as good as the best offline model

cumulative loss of the 
best offline model

Dynamic Regret optimal model changes
in non-stationary 

environments
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Challenge

• Protocol: combine multiple base 
learners to achieve robustness 

• Advantage: achieve more robust 
results under uncertain or even 
changing environments

Basic idea: Ensemble Method

Key difficulty: the uncertainty due to unknown environmental changes.

Zhi-Hua Zhou. Ensemble Methods: 
Foundations and Algorithms, 2nd 

edition, 2025. 
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在线集成 (Online Ensemble)
Key Components

(1) base learner: an online learner to cope with a certain amount of non-stationarity
(2) schedule: a set of parameters for initiating base learners that encourage diversity
(3) meta learner: an expert-tracking learner that can combine base learners’ decisions

schedule meta learnerbase learner

step size specification

correctionsurrogate

covering

…
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Deploying Online Ensemble 
According to the feedback information of online learning, we have

[NeurIPS’20; ICML’22; NerIPS’22; NerIPS’23; JMLR’24; ICML’25]

the learner can obtain the gradient information of the online function

 Full-information online learning 

[AISTAST’20; JMLR’21; COLT’22; AISATST’23; ICML’24]

the learner can obtain the function value only, without the gradient information

 Partial-information online learning 

[ICML’22; JMLR’23; NeurIPS’23; AISATST’24; NeurIPS’24]

the historical decision may affect the current functions (including gradient and value)

 Decision-dependent online learning 

Based on the unified "online ensemble" framework, 
we can obtain optimal (or best-known) dynamic regret
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A theoretical support for many practices

文益民、杨旸、吕宝粮. 集成学习算法在增量学习中的应用研究. 计算机研究与发展. 2005.

https://bcmi.sjtu.edu.cn/%7Elubaoliang/papers/2005/2005_20.pdf
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OL algorithms
New theory

(non-stationary)

A theoretical support for many practices

Gomes, Heitor Murilo, et al. "A survey on ensemble learning for data stream classification." 
ACM Computing Surveys (CSUR) 50.2 (2017): 1-36.

OL theory
(stationary)
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Two Case Studies
We will showcase that properly deploying online ensemble can 
effectively resolve several important online learning problems.

 Label Shift: 𝑝𝑝train 𝑦𝑦 ≠ 𝑝𝑝𝑡𝑡est 𝑦𝑦 ; but 𝑃𝑃train x|𝑦𝑦 = 𝑃𝑃test x|𝑦𝑦

 Covariate Shift: 𝑝𝑝train 𝐱𝐱 ≠ 𝑝𝑝test 𝐱𝐱 ; but 𝑃𝑃train 𝑦𝑦|𝐱𝐱 = 𝑃𝑃test 𝑦𝑦|𝐱𝐱
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Problem Setup: Two-stage model
• Online distribution shift adaptation: a two-stage modeling

① Initialization: train an initial model with offline training data

② Online adaptation: adapt to sequential distribution shift with unlabeled test data stream.
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Problem Setup: Initialization Stage

• Fixed distribution 𝒟𝒟0
• Sufficient labeled data 𝑆𝑆0

① Initialization: train an initial model with offline training data
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Problem Setup: Adaptation Stage

submit the model

learner

environment

learner

𝐰𝐰𝑡𝑡

underlying distribution 𝒟𝒟𝑡𝑡 changes over time

• observe the unlabeled data {𝐱𝐱𝑛𝑛}𝑛𝑛=1
𝑁𝑁𝑡𝑡

• update the model 𝐰𝐰𝑡𝑡+1 for the time 𝑡𝑡 + 1

② Online adaptation: adapt to sequential distribution shift with unlabeled test data stream.
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Connection to offline setting

Domain Adaptation
[Quionero-Candela et al., 2009]

training data fixed test environments

an “online” version

sequentially changing environments

previous works focus on the 
“one-step” adaptation

whereas now we consider a 
continuous one
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Performance Measure

First, to measure the cumulative risk of the online models 𝐰𝐰𝑡𝑡 𝑡𝑡=1
𝑇𝑇 ,

where           is a certain loss function and risk             measures the averaged error 
of the model 𝐰𝐰𝑡𝑡 over the distribution 𝒟𝒟𝑡𝑡
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Performance Measure

Goal: minimize the dynamic regret defined over the expected risk,
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Case 1: Online Label Shift
• Label Shift Condition

• Label-conditional input density is unchanged

• Change happens on the label distribution                           

time 0 time t

Label shift changes the optimal boundary!

optimal
classifier

optimal
classifier
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Deploying Online Ensemble to OLS
• Challenge 1: Lack of Supervision

There is NO label information available in the online adaptation stage.

(label shift condition)

Accessible with the offline labeled data 𝑆𝑆0.

risk for each class

Our Method: establish an unbiased risk estimator �𝑅𝑅𝑡𝑡 𝐰𝐰 to evaluate the 
quality of the model with 𝑆𝑆0 and 𝑆𝑆𝑡𝑡

Black-box label 
shift estimator

[Lipton et al., 2018] 

Estimated with the 𝑆𝑆0 and unlabeled data 𝑆𝑆𝑡𝑡 at time 𝑡𝑡.

label distribution at time 𝑡𝑡
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Deploying Online Ensemble to OLS
• Challenge 1: Lack of Supervision

There is NO label information available in the online adaptation stage.

(label shift condition)

Our Method: establish an unbiased risk estimator �𝑅𝑅𝑡𝑡 𝐰𝐰 to evaluate the 
quality of the model with 𝑆𝑆0 and 𝑆𝑆𝑡𝑡

Estimator                                          is unbiased.
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Deploying Online Ensemble to OLS
• Based on the feedback model �𝑅𝑅𝑡𝑡 𝐰𝐰 , we can update the model

OGD update:

distance to 
previous model“loss” on new data

Online Gradient Descent (OGD)

The step size 𝜂𝜂 controls the “amount” of previous information used https://www.nature.com/articles/s41534-017-0043-1



34Peng Zhao (Nanjing University)

Deploying Online Ensemble to OLS

distance to 
previous model“loss” on new data

Online Gradient Descent (OGD)

The step size 𝜂𝜂 controls the “amount” of previous information used

• Observation: choice of the step size 𝜂𝜂 matters a lot!

https://www.nature.com/articles/s41534-017-0043-1

Unknown shift intensity of environments!

Update model fast or slowly?

 Slow change: small size to keep close to previous model

 Fast change: large step size to focus on the new data more

• Based on the feedback model �𝑅𝑅𝑡𝑡 𝐰𝐰 , we can update the model
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Deploying Online Ensemble to OLS
• Based on the feedback model �𝑅𝑅𝑡𝑡 𝐰𝐰 , we can update the model

OGD update:
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Deploying Online Ensemble to OLS
• Challenge 2: Unknown shift intensity

base-algorithm

Multiple OGDs learning with different step sizes
…

𝜂𝜂2𝜂𝜂1 𝜂𝜂𝑁𝑁−1 𝜂𝜂𝑁𝑁

online ensemble framework

meta-algorithm
Combining base-algorithms by an adaptive weight 𝒑𝒑𝑡𝑡

Unknown shift intensity of environments!

Update model fast or slowly?
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Deploying Online Ensemble to OLS
• Challenge 2: Unknown shift intensity Unknown shift intensity of environments!

Update model fast or slowly?

• By a careful setting of the candidate step sizes, we can ensure that there exists a base-
learner that is trained with a near-optimal step size

• Our meta-algorithm can identify the best base-learner with a  low cost.
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Theoretical Guarantee
• Our algorithm for online label shift enjoys an optimal dynamic regret.
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Experiments
• Illustration 1: meta-algorithm can adaptively track the suitable step sizes.

• Illustration 2: ATLAS-ADA with hint functions improve over vanilla ATLAS.
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Experiments
our algorithms
contenders

Our method can automatically adapt to continuous label shift
• Nearly stationary case (Lin): comparable with method using all previous data

• Highly Non-stationary case (Squ): our algorithm achieves overperforms all contenders
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Experiments
• Sussex-Huawei Locomotion Dataset

Our methods outperform other algorithms.
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Case 2: Online Covariate Shift
• Covariate Shift Condition

• The input-conditional output density is unchanged:

• Change happens on the input distribution                           
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Importance Weighting
• Learn with unlabeled data by importance weighting

Step 1: establish an unbiased risk estimator Step 2: learn with �𝑅𝑅𝑡𝑡(𝒘𝒘) by online ensemble

…
𝜂𝜂2𝜂𝜂1 𝜂𝜂𝑁𝑁−1 𝜂𝜂𝑁𝑁

No, the importance estimator 𝑟̂𝑟𝑡𝑡 is hard to be unbiased in general

where 𝑟̂𝑟 is an importance estimator

• Can we directly apply the method for online label shift?

𝒟𝒟0 is the offline data distribution is the importance weight
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Importance Weighting
• Just train the model by importance-weighted empirical risk 

minimization (IWERM):

where is the empirical risk. 

Proposition 2. IW works effectively once the time-varying density ratio 
can be accurately estimated!

Goal

importance weight estimation error

• The quality of the importance estimator 𝑟̂𝑟 matters
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Online Density Ratio Estimation

𝒟𝒟𝑡𝑡(𝐱𝐱) is accessible with 
unlabeled online data

• How to estimate the time-varying density ratio?

• learn with single-round data
• learn with all previous data {𝑆𝑆𝜏𝜏}𝜏𝜏=1𝑡𝑡

|𝑆𝑆𝑡𝑡| could be very small: high variance!

Distribution shift: high bias!

We should learn with “right amount” of historical data!
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Online Density Ratio Estimation

…
…
…
…

Time

Base-algorithm B𝑖𝑖
Update the parameter with data on different time intervals

where �𝐿𝐿𝑡𝑡(𝜃𝜃) is the loss function only established on 𝑆𝑆𝑡𝑡 and 𝑆𝑆0.

Meta-algorithm
Aggregate the base-algorithms model by weight
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Overall Algorithms

online estimation of time- varying density ratio 
Importance-weighted (IW) ERM 

𝑟̂𝑟𝑡𝑡(𝑥𝑥)

initial data
Classifier �𝐰𝐰𝒕𝒕IWERM

Theorem. Use the logistic regression-based density ratio estimation model.  
With probability at least 1 − 𝛿𝛿, running IWERM with the estimated density 
ratio function �𝒓𝒓𝒕𝒕(𝐱𝐱) yields

where is the variation of input densities

similar bound as the label shift case

Goal
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Experiments

Figure 4.5: Average error on Yearbook dataset with 
real-life covariate shift

𝐰𝐰1
𝐰𝐰2𝐰𝐰0

FIX OLRE KMM, uLISF, KLIEP,DANN

Initial data 𝑆𝑆0

𝑇𝑇 rounds online data 𝑆𝑆𝑡𝑡
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Online Label Shift vs Covariate Shift
• Same algorithmic principle: the online ensemble framework
• Different instantiations

• online label shift: ensembling base learners with different step sizes

• online covariate shift: ensembling base learners with different time intervals
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: Known viruses

These above two challenges may take place simultaneously.

Jan. TimeMar. May.

… …

More extensions: New Class
• We investigate New class in Online Label Shift (N-OLS):

 new class data appear; label distribution changes;

: New virus

Example: a disease diagnosis task
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Problem Formulation

 new class data appear.

 label distribution changes;

Two challenges take place simultaneously, with only unlabeled data.
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Unbiased Risk Estimator

• Estimating Proportion for Known Classes Data       :

• Estimating Proportion for New Classes Data     :
Black Box Shift Estimator (BBSE)

Sliding-window Mixture Proportion Estimation

Leverage online unlabeled and offline labeled data to estimate distribution.
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Deploying Online Ensemble
Next: explore online ensemble to robustly update the model;

• Maintain multiple learning rates;
• Combine multiple models with various learning rates in a weighted fashion.

Very few (logarithmic order) base learners is needed to achieve robustness.

• Each base learner excel in handling different shift intensities: 

• A meta learner is employed to obtain the final model: 

our novel 
risk estimator
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Theoretical Guarantee
The performance measure is the dynamic regret:
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Experiments
Two real-world applications: human locomotion & satellite image

Validate the efficiency:

Albeit with a slight compromise on 
efficiency (owing to ensemble), 

our method attains the best performance.
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Conclusion
• Online Ensemble: an effective theoretical framework (base learners; 

meta learners; schedule) to handle uncertainty in online environments

• Non-stationary online learning: online ensemble for dynamic regret
• build on online convex optimization, optimal dynamic regret guarantees
• Online Label Shift, Online Covariate Shift, New Classes
• other results: online RL, online control, game theory, etc.

• Many todo: efficiency? continual learning? Unlearning? …

• Beyond non-stationarity: a general framework to handle uncertainty.

Thanks!
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Yong Bai, Yu-Jie Zhang, Peng Zhao, Masashi Sugiyama, and Zhi-Hua Zhou.
Adapting to Online Label Shift with Provable Guarantees. NeurIPS 2022.

Yu-Jie Zhang, Zhen-Yu Zhang, Peng Zhao, and Masashi Sugiyama. Adapting to
Continuous Covariate Shift via Online Density Ratio Estimation. NeurIPS 2023.

Yu-Yang Qian, Yong Bai, Zhen-Yu Zhang, Peng Zhao, and Zhi-Hua Zhou.
Handling New Class in Online Label Shift. ICDM 2023.

References
Peng Zhao, Yu-Jie Zhang, Lijun Zhang, and Zhi-Hua Zhou. Adaptivity and
Non-stationarity: Problem-dependent Dynamic Regret for Online Convex
Optimization. Journal of Machine Learning Research (JMLR), 2024.

Thanks!

(online ensemble)
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Thanks!
端午安康
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